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MastCam image - Mars Science Laboratory
NASA/JPL-Caltech



HiRISE has collected >1.2M amazing views of MARS

▪ 30M planetary images

▪ Petabytes of non-image data

▪ Increasing daily



How do we answer science questions from image data?

▪ Machine learning systems that learn from human-provided 
examples help us explore new environments

▪ Enable search for features of interest in very large data sets



Deep Neural Networks
for landmark classification

Landmarks are now searchable in M’s of images



Searching Saturn’s RINGS in 29M PDS images

A. Stanboli, B. Bue, K. L. Wagstaff, A. Altinok
Based on ImageNet, Krizhevsky et al., 2012

http://pds-imaging.jpl.nasa.gov/search/



AEGIS Autonomous Exploration for Gathering Increased Science

• Operational onboard Mars Exploration Rover (MER) Opportunity 
rover and recently uploaded MSL Curiosity rover

• Provides intelligent targeting and data acquisition capabilities

• Winner of 2011 NASA Software of the Year Award 

• Provides automated data collection for rover remote sensing 
instruments

– Identify rock targets onboard

– Guided by scientist specified criteria

– Can be run at end of drive or mid drive 

– No communication with ground required

AEGIS Automated Targeting for the MER Opportunity Rover
T. Estlin, B. Bornstein, D. Gaines, R. C. Anderson, D. Thompson, M. Burl, R. Castano, and M. 
Judd. ACM Transactions on Intelligent Systems and Technology, 3(3), 2012



TextureCam Automated Image Classification

Cloud Filtering and Novelty Detection using Onboard Machine Learning for the EO-1 Spacecraft
K. L. Wagstaff, A. Altinok, S. Chien, U. Rebbapragada, S. Schaffer, D. R. Thompson, and D. Tran. IJCAI 2017 Workshop on AI



TextureCam Cloud Screening and Re-targeting – IPEX CubeSat

Real-Time Orbital Image Analysis Using Decision Forests, with a Deployment Onboard the IPEX Spacecraft
A. Altinok, D. R. Thompson, B. Bornstein, S. Chien, J. Doubleday, and J. Bellardo, Journal of Field Robotics, 2015

Random Decision Forests - Support Vector Machines



Connected Driver Analyzing and Sharing Info

crowd

infrastructure
real-time reports

other drivers

infotainment

cloud



Autonomous Driver Flood of Data

RADAR
10-100 kb/sec

SONAR
10-100 kb/sec

LIDAR
10-100 mb/sec

GPS 
50 kb/sec

CAMERAS
20-40 mb/sec

VEHICLE:  4 TB / day

Data Fusion at JPL



National Airspace System

Congestions cost $Bs / year
Airports are bottleneck points



High dimensional data from multiple sources

Significant data issues Solutions
Noise Statistical
Alignment Algorithmic
Labeling Domain-bound
Missing
Standards
…



Exploring high-dimensional data

Runway   Ceilings  

Wind Direction                  Wind Speed

t-SNE:  t-Distributed Stochastic Neighbor Embedding Random Decision Forest - Feature Importance

Similar color separation indicates correlation If Wind Direction is present, it predicts
in high-dimensional space runway configuration on ~80% of op hours



Machine Learning
and

Data Science



Machine Learning methods
Supervised Learning
• Logistic Regression
• Decision Trees
• Nearest Neighbors
• Random Decision Forests
• Support Vector Machines
• Naïve Bayes

Unsupervised Learning
• Clustering methods
• Dimensionality reduction methods

Reinforcement Learning
• Markov Decision Processes
• Temporal Difference
• Policy Search

Deep Learning, Domain Adaptation, Transfer Learning, Self-supervised Learning

Agent Environment

Action

Reward

State

Known X

Known Y
Model   (X ~ Y)

New X Model   (X ~ Y) Expected Y

ModelKnown X

ModelNew X Expected 

Interpretability



Machine learning can fuse data in different formats



GENIE3 procedure

Huynh-Thu VA, Irrthum A, Wehenkel L, Geurts P (2010) Inferring Regulatory Networks from Expression Data Using 
Tree-Based Methods. PLOS ONE 5(9): e12776. https://doi.org/10.1371/journal.pone.0012776
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0012776

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0012776


Data Science Workflow

Environment

Dissemination

Report

Display

Deploy

Archive

Data Preparation

Acquire

Preprocess

Analysis and modeling

Scripts Execute

InspectUpdate

Human

Domain expertise

Sanity checks

Data
Hardware
Software
Licenses



Machine Learning and Data Science
in

Healthcare and Diet



EHR – Data Analytics

“More than 1.6 million patients have had Epic predictive algorithms run on them for 
hypertension, diabetes, asthma, and heart failure,

which helps providers create targeted care management programs.
That is just the beginning of the deep dive into machine learning.”

190M patients with current EHR



Formerly Humedica

UnitedHealth data subsidiary
Patented NLP stack for EHR processing

EHR – Data Analytics



EHR – Data Analytics

Data Warehousing / Analytics
Business Intelligence
Process Improvement Services



QuantifiedSelf / Lifelogging

Self-tracking with technology

Movement to incorporate technology into 
data acquisition on aspects of a person's 
daily life

Wearable tech
Activity monitors
Sleep-specific monitors
Diet-and-weight monitors
Environment monitors
Posture monitors
Brain sensors
Other wearables

Data Aggregation Apps, Services and API’s
Exist.io
Gyrosco.pe
Human/API
MyFitnessPal
Open mHealth



QuantifiedSelf / Lifelogging

Many known/unknown covariates affect data.

Law of Large Numbers ~ Law of the Needle in the Haystack (needed)



QuantifiedSelf / Lifelogging



Apps



Apps

Weight loss, fitness, diet personalization.



Apps

Diabetes management, diet personalization.
Data : food, person, scientific literature.



Deep learning predicts what diet regime works (doesn’t work) for individuals.

Apps



Deep learning to predict therapeutic properties of bioactive peptides.





Tracks 135,000 individuals from 18 countries
To examine the impact of urbanization on the development of primordial risk factors 

(for example: physical activity and nutrition changes), primary risk factors (for 
example: obesity, hypertension, dysglycemia and dyslipidemia, smoking), and CVD.



Learning Phenotype from EHR for population based studies
















